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   Abstract: Background: Lectins are a diverse group of glycoproteins or glycoconjugate proteins 
that can be extracted from plants, invertebrates and higher animals. Cancerlectins, a kind of lectins, 
which play a key role in the process of tumor cells interacting with each other and are being em-
ployed as therapeutic agents. A full understanding of cancerlectins is significant because it pro-
vides a tool for the future direction of cancer therapy. 

Objective: To develop an accurate and practically useful timesaving tool to identify cancerlectins. 
A novel sequence-based method is proposed along with a correlative webserver to access the pro-
posed tool. 

Method: Firstly, protein features were extracted in a newly feature building way termed, g-gap 
tripeptide composition. After which a proposed cascade linear discriminant analysis (Cascade 
LDA) is used to alleviate the high dimensional difficulties with the analysis of variance (ANOVA) 
as a feature importance criterion. Finally, support vector machine (SVM) is used as the classifier to 
identify cancerlectins. 

Results: The proposed method achieved an accuracy of 91.34% with sensitivity of 89.89%, speci-
ficity of 92.48% and an 0.8318 Mathew’s correlation coefficient based on only 13 fusion features 
in jackknife cross validation, the result of which is superior to other published methods in this do-
main. 

Conclusion: In this study, a new method based only on primary structure of protein is proposed 
and experimental results show that it could be a promising tool to identify cancerlectins. An open-
access webserver is made available in this work to facilitate other related works. 
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1. INTRODUCTION 

Lectin is a kind of glycoprotein or glycoconjugate pro-
tein, which will specifically recognize and bind to diverse 
sugar structures [1]. It can mediate cell-cell interactions by 
combining with complementary carbohydrates on opposing 
cells. It plays a key role in the control of various normal and 
pathological processes in living organisms [2]. More than 
300 lectins have been discovered from a variety of species, 
ranging from viruses and bacteria to plants and animals. 
Based on the monosaccharide for which they exhibit the 
highest affinity, lectins can be classified into five different 
categories: mannose, galactose/N-acetylgalactosamine, N-
acetylglucosamine, fucose, and sialic acid [3]. They repre-  
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sent a heterogeneous group of oligomeric proteins that vary 
widely in size, structure, molecular organization, as well as 
constitution of their combining sites [2]. Due to their ability 
to recognize cell-surface carbohydrates with high specificity, 
lectins have been implicated in various essential biological 
processes, including cell-cell communication, cell prolifera-
tion, cell arrest, apoptosis, host-pathogen interactions, tissue 
development and tumor cell metastasis [4]. Lectins have 
been found to have great potential value in medicine due to 
their good attributes [2, 4-6]. 

Cancer is one of the major health problems with high 
mortality rate. The new cancer cases worldwide are estimat-
ed to increase to 19.3 million per year by 2025, due to the 
changing lifestyle and increase in longevity [7]. Although 
survival rates are improving for many types of cancer, it is 
still an enormous burden on society in more and less eco-
nomically developed countries alike [8]. Cancerlectins are a 
group of lectins that are highly related with cancer initiation, 
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survival, growth, metastasis and spread [1, 9-11]. The major 
advantage of cancerlectins is that they can be found in natu-
ral sources, which by large mitigates the risk of side effects 
when used as a drug [7]. They promise a potential cancer 
treatment direction and have been widely studied from fun-
damental research to clinical application [12]. Most lectin 
studies were found to possess anti-carcinogenic effects. For 
example, Galactose binding lectin from the Chinese herb 
(Astragalus membranaceous) was shown to inhibit prolifera-
tion and induce apoptosis of human leukemia cells, in vitro 
[13]. Glycine max, purified from soybean, isolated by ion 
exchange chromatography was shown to attenuate the prolif-
eration of breast cancer cells and hepatoma cells [14]. Mis-
tletoe-lectin has the function to induce the cell apoptosis and 
inhibit the telomerase activity [15]. These encouraging study 
results in turn emphasize the importance of studies on lec-
tins.  It has therefore been suggested that an accurate and 
robust identification model of cancerlectins could be an im-
portant step to a full understanding of its behavior for the 
development of future cancer treatments. 

Although being objective and accurate, the traditional 
wet-experimental methods based on biochemistry are costly 
and time-consuming. A faster and more accurate method is 
desirable for the identification of cancerlectins. With the 
development of protein database, more cancerlectin protein 
sequences are stored and computational methods are em-
ployed to handle the task. Kumar et al. proposed the first 
computational method on this problem using SVM and 
achieved an accuracy of 69.09% with MCC value of 0.38 
[16]. Lin el al. put forward a new feature extraction method 
called g-gap dipeptide composition and got an optimal fea-
ture set in a stepwise way [17]. They achieved an accuracy 
of 75.19% in jackknife cross validation. Zhang el al. identi-
fied cancerlectins through hybrid machine learning technol-
ogy by combining various kinds of protein features and clas-
sifiers [18]. Lai el al. achieved an accuracy of 77.48% with 
AUC of 85.52% by using the binomial distribution to screen 
the optimal feature set [19]. Yang et al. proposed a two-step 
feature selection method and got an accuracy of 74.8% based 
on random forest [20]. The increasing accuracy brings about 
the confidence in computational method for identification of 
cancerlectins.  

In this study, we introduce a new feature extraction 
method called g-gap tripeptide composition (g-gap TC) and a 
new dimension reduction method named cascade linear dis-
criminant analysis (Cascade LDA) to achieve a more accu-
rate and robust model. Firstly, the features were extracted 
from the protein sequences by g-gap TC to get the sequence 
information. Then, the F value calculated by ANOVA was 
used as the feature importance criterion for feature selection. 
Subsequently, in order to avoid high dimensionality which is 
common when building protein features, Cascade LDA was 
performed to reduce the dimensions so as to build a robust 
identification model. Finally, SVM was used as the classifier 
to discriminate cancerlectins from non-cancerlectins. Built 
on only 13 fusion features, the classifier achieved an accura-
cy up to 91.34% with sensitivity of 89.89%, specificity of 
92.48% in jackknife cross-validation. The model outper-
forms other state-of-the-art model by 13.86% in accuracy. 
Besides, by using only 13 fusion features, the classifier alle-
viates overfitting problem as much as possible. The results 

reveal that our proposed model may be a useful tool for iden-
tifying cancerlectins. For the convenience of other scholars, 
a user-friendly web-server was established and can freely be 
accessed from the website (http://bigroup.uestc.edu.cn/ ser-
vices/ldapred/). 

2. MATERIALS AND METHODS 

2.1. Benchmark Dataset 

Data is the foundation of bioinformatics analysis and 
plays a key role in the data mining process. A reliable and 
objective benchmark dataset is a key point in building a 
powerful classifier. The dataset used in this study consisting 
of 178 cancerlectin and 226 non-cancerlectin sequences were 
collected from the work of Lin [17]. The raw cancerlectin 
sequences were downloaded from CancerlectinDB [21] and 
non-cancerlectin sequences form UniProt Database [22]. 
Then, the following rules were considered to obtain a relia-
ble benchmark dataset. Firstly, we removed the duplicated 
sequences and sequences without experimental evidence, or 
contain non-standard amino acids. Secondly, we removed 
the sequences tagged with “similar”, “fragment”, “putative” 
and “probable” in the non-cancerlectin sequences. Next, the 
CD-HIT tool was used to remove the high similarity se-
quences by setting a cutoff threshold of 50% to get rid of the 
redundant data. After following the previous strict screening 
procedures, a total of 178 cancerlectin and 226 non-
cancerlectin sequences were obtained and used as the 
benchmark dataset in this study. 

2.2. The g-gap Tripeptide Composition (g-gap TC) 

The protein sequence is an indefinite length string con-
sisting of 20 English letters which stand for 20 different 
kinds of amino acids. A protein sequence P with L residues 
with its entire amino acid sequence can be formulated as: 

 ! =   R!R!R!⋯R!   （1） 

where R! represents the 1st residue of protein P, R! repre-
sents the 2nd residue of protein P, and so forth. So far, se-
quence-similarity-search-based methods, such as BLAST 
algorithm [23] can be used to handle this kind of protein 
formulation but such methods fail to work when the query 
sequence doesn’t have significant similarity with any se-
quence in the database. To cater for this problem, we ex-
tracted feature vectors from the formulated sequence, which 
in effect a better and much easier approach and can be han-
dled by employing machine learning or statistical methods. 
Many feature extraction methods have been proposed over 
years. 

With the explosive growth of biological sequences in the 
post-genomic era, extracting features from proteins is not 
just one of the most important but also most difficult prob-
lems in computational biology. Amino acid composition 
(AAC) proposed by Nakashima and Nishikawa et al. [24] 
represents the protein sequence by a 20-dimensional vector. 
AAC assumes that protein characteristic is determined by the 
amino acid composition ratio but the information brought by 
sequence order is ignored. Chou et al. put forward the pseu-
do amino acid composition (PseAAC) [25] in consideration 
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of the sequence-pattern information. They added physico-
chemical properties of amino acids when constructing fea-
tures and have been widely used in nearly all areas of com-
putational proteomics [24-28]. To generate various modes of 
Chou’s special PseAAC, three open access soft-wares, ‘Pse-
AAC-Builder’, ‘propy’, and ‘PseAAC-General’ were set up 
for the increasing usage of PseAAC [29]. Dubchak et al. 
proposed the composition, transformation and distribution 
(CTD) feature extraction method [30] which takes a global 
view of protein sequences. Lin et al. proposed the g-gap di-
peptide composition (g-gap DC) [17] to obtain sequence-
related information and obtained good results on cancerlectin 
identification. Applied on the same problem, Lai et al. used a 
tripeptide composition consisting of three amino acids in 
succession and built an 8000-dimensional feature for cancer-
lectin identification. By classifying 20 amino acids into 7 
groups based on amino acid polarity and side chain group 
masses, Wang et al. calculated the frequency of each protein 
group and built a 343-dimensional feature into SVM for 
training [31]. Particularly, much more feature extraction 
methods of protein/peptide and DNA/RNA can be found in a 
recently updated website called ‘Pse-in-One2.0’ and related 
researches can access the website for more detailed infor-
mation. 

Inspired by the above methods, we proposed a feature ex-
traction method called g-gap tripeptide composition to mine 
the information contained in protein sequences, which can be 
shown as: 

 
F =   R! ⋯

!"#!
R! ⋯

!"#!
R! （2） 

where R!, R! and R! represent the standard amino acids and 
F is the feature we obtained. !"#! represents gap between 
the first two residues and !"#! represents the gap between 
the last two residues. There are 20  ×20  ×20 = 8000 kinds 
of tripeptide composition for 20 kinds of standard amino 
acids. For a specific gap values combination !"#! =   !! and 
!"#! =   !!, the feature vector can be formulated as: 

 ! =    !!
!!,!! , !!

!!,!! ,⋯ , !!
!!,!! ,⋯ , !!"""

!!,!!
!

 （3） 

where T represents a transpose operation, !!
!!,!! represents 

the frequency of the ξ-th !!_!!_!"# tripeptide composition. 
!!
!!,!! is calculated by 

 
!!
!!,!! =

!!
!!,!!

!!
!!,!!!"""

!!!
=

!!
!!,!!

! − !! − !! − 2
 （4） 

where !!
!!,!! represents the occurrence number of the ξ-th 

!!_!!_!"# tripeptide composition, L is the length of pro-
tein P. In this study, the gap values vary from 0 to 9, so 100 
8000-dimensional feature vectors were built. We assumed 
that some important features may hide in different gap value 
combinations. For that reason, all feature vectors were firstly 
combined together by simple splicing and then their dimen-
sions were reduced to discover the important features. Be-
fore the dimension reduction, a total of !""×!""" =
!""""" features were obtained as candidates. 

2.3. Feature Importance Criterion 

As mentioned in the g-gap TC section, a high-dimension 
feature vector was obtained, which will lead to curse of di-
mensionality, low efficiency and mar the prediction accuracy 
of the model due to the redundant information emanated 
from g-gap TC. Thus, a wise strategy is to use feature selec-
tion techniques to judge the importance of each feature and 
ignore those features that are not relevant to the study. This 
will not only gain deeper insights into the intrinsic properties 
of protein sequences, but economize runtime and computa-
tional resource [32, 33]. ANOVA is a simple and effective 
way to test the difference between groups, the purpose of 
which is to find out the factors that have a significant impact 
on the data through data analysis. For the following ad-
vantages, ANOVA is widely used in feature selection and 
yielded good results [34-37]. Firstly, it obtains good results 
even if the data does not satisfy its theoretical hypothesis. 
Secondly, it can analyze the interaction between two features 
more intuitively and it is effective to use this method espe-
cially when each observation value is different in the group. 

The principle of ANOVA is to calculate the ratio (F val-
ue) of features between groups and within groups for meas-
uring feature variances. Then, the F value of the u-th feature 
(F(u)) in benchmark dataset is defined by: 

 
! ! =

!!!(!)
!!! (!)

 （5） 

where !!!(!) and !!! (!) are the sample variance between 
groups (also called Means Square Between, MSB) and sam-
ple variance within groups (also called Mean Square Within, 
MSW) respectively, which are given by: 

 
!!! ! =

!!!(!)
!!!

!!! ! =
!!!(!)
!!!

 （6） 

where !!! = ! − 1 and !!! = ! − ! are degrees of free-
dom for MSB and MSW, respectively. K and M represent the 
number of groups (here K = 2) and total number of samples 
(here M = 404), respectively. !!!(!) and !!!(!) are sum of 
squares between groups and sum of squares within groups, 
respectively, which can be calculated by: 

!!! ! = !!
!!
! !, !!!

!!!

!!
−

!!
! !, !!!

!!!
!
!!!

!!
!
!!!

!!

!!!

�!! ! = !!
! !, ! −

!!
! !, !!!

!!!

!!

!!!

!!!

!

!!!

(7) 

where !!
!(!, !) denotes the frequency of the u-th g-gap 

tripeptide of the j-th sample in the i-th group; !! denotes the 
number of samples in the i-th group (here !! = 178, 
!! = 226). Obviously, a large value of ! !  means that the 
u-th feature has a better discriminative capability. Thus, the 
F value obtained from ANOVA was used as the feature im-
portance criterion to judge the discriminative capability of 
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each feature in this study. Feature importance criterion com-
bined with Cascade LDA was used for dimension reduction, 
which is discussed in proceeding section. 

2.4. Dimension Reduction 

As mentioned in the previous section, a total of 800000 
features were extracted from the protein sequences as candi-
dates for identifying cancerlectins. However, using such 
number of features would definitely lead to the curse of di-
mensionality, resulting in discrepancies in accuracy and an 
inefficient model. When facing high dimensional data, di-
mension reduction will not only ease the computing problem 
but also extract the important information brought by the 
features. Dimension reduction has been successfully applied 
to image classification [38-44] in situations where dimen-
sions are large. These methods can be broadly categorized 
into unsupervised methods and supervised methods depend-
ing on the completeness of the data. Due to the good perfor-
mance of supervised methods and that, the data used in this 
study were all labeled, we considered supervised dimension 
reduction methods. There have been lots of supervised di-
mension reduction methods proposed, such as: linear discri-
minant analysis (LDA) [45], marginal Fisher analysis (MFA) 
[39], adaptive slow feature discriminant analysis [43], locali-
ty preserving projection (LPP) [46], neighborhood preserv-
ing embedding (NPE) [47] and local Fisher discriminant 
analysis (LFDA) [48]. Among all the algorithms mentioned 
above, LDA is the most commonly used dimension reduc-
tion method for classification. The objective of LDA is to 
perform dimensionality reduction while preserving as much 
of the class discriminatory information as possible and it 
seeks to find directions along which the classes are best sep-
arated. LDA best fits for this study since is promises good 
performance and also widely applicable for dimension reduc-
tion. 

LDA does dimension reduction by taking into considera-
tion the scatter within and between classes respectively. 
Suppose there are C classes (C = 2 in this study), let !! and 
!! be the mean vector and sample number of class i,  ! =
1,2,⋯ ,!, separately. Then ! = !!

!
!!!  is the total number 

of samples (M = 404 in this study). The within-class scatter 
matrix !! and the between-class scatter matrix !! are de-
fined by: 

 
S! = !! − !! !! − !!

!
!!

!!!

!

!!!

S! = !! − ! !! − ! !
!

!!!

 （8） 

where ! = !
!

!!!
!!! , stands for the mean of entire dataset. 

LDA computes a transformation that maximizes the be-
tween-class scatter while minimizing the within-class scatter: 

 
maximize  

!"#  (!!)
!"#  (!!)

 （9） 

If we reduce dimension directly using LDA, the problem 
of calculating distance in high-dimensional space cannot be 

avoided. Moreover, such operation may increase computa-
tional cost with poor results. We therefore propose a new 
dimension reduction method based on LDA named Cascade 
LDA to alleviate the aforementioned problem. 

 
Fig. (1). Flowchart of Cascade LDA. (A higher resolution / colour 
version of this figure is available in the electronic copy of the 
article). 

The dimension reduction process is shown in Fig. (1). 
The process can be divided into 4 steps, namely, preselec-
tion, feature combination, selection & deletion and termina-
tion judgment. We will clarify the steps one by one in detail 
in the following paragraphs. 

Step1: preselection, rank all the original features in de-
scending order based on evaluating indicator such as ANO-
VA and information gain and select the best n features. In 
this study, we ranked all the 800000 original features in de-
scending order based on F value obtained from ANOVA. 
Taking computational complexity and sample size (M = 404) 
into consideration, we selected the initial 800 original fea-
tures in the preselection step since the quantity was nearly 
twice the sample size and these selected features were suffi-
cient to capture the important information in the dataset. 

Step2: feature combination, combine any two different 
features and perform LDA on each 2-dimension feature 
space obtained from the combination; hence, the number of 
features before step2 n will be !!! after it. At this strategy, 
LDA was performed, !!""! = 319600 times in the first round 
and each time we obtained a new fusion feature.  

Step3: selection & deletion, based on evaluating indica-
tor; repeatedly select the best fusion feature and delete the 
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fusion features whose original 2 features overlap with the 
selected one’s until there is no fusion feature left. Thus, after 
step3, features have been reduced from n to !

!
 and can be 

used for classification. We selected ANOVA as our evaluat-
ing indicator and obtained 400 fusion features after the first 
round. 

Step4: termination judgment; decide when to stop the 
dimension reduction procedure. If it is not terminated, the 
fusion features obtained from the last round will be used as 
the input of step2 and a new round begins. Theoretically, the 
feature space can be reduced to 1 dimension as the cycle 
proceeds but scholars may terminate the procedure based on 
their own needs. To capture the effect of this newly proposed 
dimension reduction technique, we reduced the dimension 
from 800 to 1. Detailed results can be found in the results 
and discussion section. 

2.5. Support Vector Machine (SVM) 

SVM has been successfully applied to a number of appli-
cations, such as character recognition, face identification, 
speaker verification, image classification [49], bioinformat-
ics [50-53], etc. The success of SVM in solving real-life 
problems made it not only a tool for theoretical analysis but 
also a tool for creating practical algorithms for real-world 
problems [54]. By seeking a hyperplane which makes the 
separation interval between classes maximal, SVM relieves 
the overfitting problem in a great deal. The formulation em-
bodies the Structural Risk Minimization (SRM) principle, 
which has been shown to be superior to traditional Empirical 
Risk Minimization (EMR) principle employed by conven-
tional neural networks [55]. The most important character of 
SVM is that it performs well when dealing with high dimen-
sional feature space, which is common in bioinformatics. For 
the reasons mentioned above, we adopted SVM as our classi-
fication algorithm. A grid search method was used to opti-
mize the regularization parameter C and kernel parameter γ 
through 5-fold cross-validation. The search spaces for C and 
γ are   [2!, 2!] and   [2!!, 2!!], respectively. The final exact 
values of the two parameters after grid search in this study 
were 64 for C and  2.762×10!! for γ. Note that before using 
the SVM to train the data, the experimental data was normal-
ized. Zero-mean normalization is the most common stand-
ardized method, also known as standard deviation standardi-
zation. The method is based on the mean µ and standard de-
viation σ of the original data to standardize the data. The 
distribution of processed data meets the standard normal 
distribution, which means the mean is 0 and the standard 
deviation is 1. Its conversion method is: 

 x∗ =
! − !
!

 (10) 

2.6. Performance Evaluation 

To objectively evaluate the performance of a model, re-
searches usually adopt one of the three kinds of test methods, 
namely, independent dataset test, K-fold cross-validation and 
jackknife test [17, 56-63]. Independent dataset test applies 
the model trained from training set on mutually independent 
test set, which are split from the original dataset at first. Alt-
hough this method seems simple, it cannot guarantee a stable 

result for different splits. Besides, the resulting model will 
also be affected by the partially use of data. K-fold cross-
validation divides the dataset into k un-overlapping subsets, 
each of which is used as the test set in turn and the rest k-1 
ones are used to train the classifier. The results of k tests are 
combined to measure the performance of model. Jackknife 
test can be seen as a special case for K-fold cross-validation 
when K is exactly the same as sample numbers. All samples 
in the benchmark dataset will be chosen one by one and test-
ed by the predictor trained from the remaining samples. We 
adopted the jackknife test to examine the quality of the pro-
posed model since among the three methods it is deemed as 
the least arbitrary that can always yield a unique result for a 
given benchmark dataset [64]. Besides, the jackknife test has 
been widely used to examine the quality of the predictor. 
There are several kinds of evaluation metrics used to esti-
mate the model performance. In the function identification of 
protein sequences, researchers usually use accuracy (Acc), 
sensitivity (!!), specificity (!!), and Mathew’s correlation 
coefficient (MCC), which is calculated by 

 
!! = 1 −

!!!

!!

!! = 1 −
!!!

!!

!"" = 1 −
!!! + !!!

!! + !!

!"" =
1 − !!!

!! +
!!!
!!

1 + !!
! − !!!
!! 1 + !!

! − !!!
!!

 (11) 

where !!, !! represents the number of positive and nega-
tive samples respectively. !!!, !!! represents the number of 
samples in which the positive sample is mistakenly classified 
into negative samples and the negative samples are mistak-
enly divided into positive samples. Of the aforementioned 
indicators, the most important are the Acc and MCC. Acc 
reflects the overall accuracy and MCC represents the relia-
bility of the algorithm results. !!, !! can  
Table 1. Results of dimension reduction procedure. 

Dimension !!(%) !!(%) Acc (%) 

800 89.33 90.71 90.10 

400 88.20 90.71 89.60 

200 89.89 89.38 89.60 

100 87.08 92.04 89.85 

50 87.64 94.25 91.34 

25 88.76 92.04 90.59 

13 89.89 92.48 91.34 

7 89.89 92.04 91.09 

4 89.33 92.48 91.09 

2 90.45 91.59 91.09 

1 91.01 90.71 90.84 
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 be seen as the recall rates of positive and negative cate-
gories respectively. Besides, the receiver operating charac-
teristic (ROC) curves and area under curve (AUC) are also 
used for an intuitive comparison between methods. The ROC 
curve takes the true positive rate as the vertical axis and the 
false positive rate as the horizontal axis. We can get the ROC 
curve by connecting the points got by setting different classi-
fication thresholds. AUC is the area under the ROC curve. 
The greater the value of AUC, the stronger the predictability 
of the model. 

3. RESULTS AND DISCUSSION 

3.1. Dimension Reduction by Using Cascade LDA 

As mentioned in the dimension reduction section, Cas-
cade LDA was applied in this study to ease the problem 
caused by high-dimensional feature space. We first chose the 
best 800 features from the original feature set based on F 
value got from ANOVA. Then the cyclic dimensionality 
reduction procedure was applied and reduced the dimension 
by half at a time. The detailed results are shown in Table 1 
and the changes in accuracy are also plotted in Fig. (2). 

From Table 1, we can see that all the metrics vary around 
90%. A continuous high Acc with a balanced !! and !! 
demonstrates the model proposed is insensitive to the dimen-
sion reduction procedure and can always yield an impressive 
result. It can also be seen that there is a slight increase in all 
the metrics with the reduction of dimensions. The result 
shows that the dimension reduction procedure used in this 

study could maintain and even improve the prediction accu-
racy. In Fig. (2), it shows that the accuracy rises gradually 
after a slight fall at first and reaches the best Acc when the 
dimension is 13 and 50. However, in the study of cancer-
lectin identification, !! is more important than !! since re-
searchers usually yearn for all the cancerlectins identified. 
Therefore, we take the 13-dimensional fusion feature space 
as our final result. 

3.2. Comparison with Other Methods 

In the study of cancerlectin identification, some computa-
tional models have been developed in varied approaches as 
mentioned in introduction section, among which Lin’s meth-
od is the most similar to ours. Therefore, we make a compar-
ison with his method named g-gap DC since our proposed 
methods stands superior over existing state-of -the-art classi-
fiers. Two more contrast experiments were made to explicit 
the advantage of the proposed g-gap TC and Cascade LDA 
dimensionality reduction. The g-gap DC + Cascade LDA 
method adds a Cascade LDA procedure as explicated in the 
dimension reduction section and g-gap TC method elimi-
nates the Cascade LDA procedure compared to the proposed 
method named g-gap TC + Cascade LDA. Detailed metrics 
of results are shown in Table 2. 

It can be seen from Table 2 that the proposed method 
achieves the best sensitivity, Acc, and MCC with specificity 
only slightly worse than g-gap TC. With sensitivity and 
specificity all around 90%, the model proposed shows  
robustness on both positive and negative samples. An Acc up  

 
Fig. (2). Changes in accuracy with dimension reduction procedure. (A higher resolution / colour version of this figure is available in the electronic 
copy of the article). 

Table 2. The comparison with other methods. 

Method !!(%) !!(%) Acc (%) MCC 

g-gap DC 69.10 80.10 75.19 0.5499 

g-gap DC + Cascade LDA 80.34 84.51 82.67 0.679 

g-gap TC 81.46 94.70 88.86 0.7856 

g-gap TC + Cascade LDA 89.89 92.48 91.34 0.8318 
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Fig. (3). ROC curves and AUC values of the contrast methods. (A higher resolution / colour version of this figure is available in the 
electronic copy of the article). 

 
Fig. (4). A semi-screenshot of the LDAPred webserver.  (A higher resolution / colour version of this figure is available in the electronic copy 
of the article). 
 

to 91.34% with an MCC over 0.8 indicate that our meth-
od could be an accurate and reliable tool for identification of 
cancerlectins. By comparing the two methods with Cascade 
LDA and the other two without, we can see that the methods 
with Cascade LDA have a better or comparative perfor-
mance on all metrics than the others when the feature is 

fixed. The result reveals that when dealing with a high-
dimensional feature space, we could consider inducing the 
Cascade LDA dimension reduction procedure to enhance the 
performance of prediction. It can also be seen that the meth-
ods utilizing g-gap TC as features yield a better performance 
on all metrics than using g-gap DC. Our proposed method 
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surpasses Lin’s by 16.15% in Acc and 0.2819 in MCC, 
which is a significant improvement in cancerlectin identifi-
cation. For a more intuitive comparison, we also plotted the 
four method’s ROC curves with their AUC value as shown 
in Fig. (3). 

In Fig. (3), our method’s ROC curve wraps up all the 
other curves with the largest AUC value of 0.9783. The 
methods with Cascade LDA procedure have a slightly larger 
AUC value compared with those without when utilizing the 
same feature and methods using g-gap TC as features have a 
significant improvement than g-gap DC. The experimental 
results of ROC curves agree with the previous analysis in 
Table 1, indicating that our proposed method could be a 
promising tool in the work of cancerlectin identification. 

4. WEB-SERVER 

As demonstrated in a series of recent publications [65-
75], user-friendly and open access web-servers demonstrate 
the future direction of developing practical and more useful 
forecasting methods and computing tools. We have also es-
tablished a web-server named LDApred as shown in Fig. 4. 
to facilitate related works. Researches can access the web-
server at http://bigroup.uestc.edu.cn/services/ldapred/ and 
upload protein sequences in FASTA format either as a single 
file or copied/pasted into the input box. The identification 
results will be shown in a new interface soon after clicking 
the submit button. 

CONCLUSION 

Cancer is one of the most serious health problems which 
threatens mortality rate among all human races. Cancer-
lectins, which can be extracted from natural sources, are 
highly related with the physiological processes of cancer 
cells. They shed light on the potential therapy direction of 
cancer and more and more researches are focusing on their 
role or microarray analysis in cancer prevention, detection, 
treatment and diagnosis. It is therefore significant to have an 
accurate and open-accessed identification tool for related 
works. In this study, we propose a new method based on g-
gap TC feature extraction method and Cascade LDA dimen-
sion reduction procedure. The proposed method achieves a 
high accuracy up to 91.34% with an MCC of 0.8318 in jack-
knife cross-validation, which outperforms all the other state-
of-the-art models. The impressive results show that the pro-
posed model could be adopted as an improved method of 
identifying cancerlectins. Researchers of interest may access 
the website for related works. 

In the future, we will seek to find the influence caused by 
different dimensionality reduction strategies and apply it on 
high-dimensional related problems [76, 77]. Besides, we are 
eager to build high accurate computational prediction models 
for bioinformatics problems in order to provide more practi-
cal useful tools in this area of study. 
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